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Background: Limited staff, rising costs, and regulatory 
oversight, coupled with the need to achieve clinical endpoints 
and improve access to care, has made scaling health care 
operations challenging. This article explores the emerging 
paradigm of multiagent artificial intelligence (AI) systems 
in health care, which represent a significant leap beyond 
traditional large language models.
Observations: This analysis reviews the potential of multiagent 
AI systems to revolutionize patient care, streamline administrative 
processes, and support complex clinical decision-making. It 
describes a hypothetical sepsis management system comprising 
7 specialized AI agents, with each agent handling specific aspects 
of patient care from data collection and diagnosis to treatment 
recommendations and resource management. Additional 
applications in chronic disease management and hospital 
patient flow optimization are also examined. The technical 

implementation of these systems is discussed, including the use 
of advanced large language models, interagent quality control 
measures, guardrail implementation, self-reflection mechanisms, 
integration with electronic health records, and the importance 
of explainable AI in ensuring decision transparency. Potential 
benefits include enhanced diagnostic accuracy and personalized 
treatment plans. Challenges remain related to data quality 
assurance, workflow integration, and ethical considerations. 
Future directions for AI include the integration of internet-
enabled devices and the development of more sophisticated 
natural language interfaces.
Conclusions: This article underscores the transformative 
potential of multiagent AI systems in health care while 
emphasizing the importance of rigorous validation, ethical 
oversight, and a patient-centered approach in their 
development and implementation.
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Artificial intelligence (AI) is rapidly 
evolving, with large language models 
(LLMs) marking a significant mile-

stone in processing and generating human-
like responses to natural language prompts. 
However, this advancement only signals the 
beginning of a more profound transforma-
tion in AI capabilities. The development of 
AI agents represents a new paradigm at the 
forefront of this evolution.

BACKGROUND
AI agents represent a leap forward from 
traditional LLM applications. While defi-
nitions may vary slightly among technol-
ogy developers, the core concept remains: 
these agents are autonomous software en-
tities designed to interact with their en-
vironment, make independent decisions, 
and execute tasks based on predefined 
goals.1-3 What sets AI agents apart is their 
combination of sophisticated components 
within structured architectures. At their 
core, AI agents incorporate an LLM for 
response generation, which is augmented 
by a suite of tools to optimize workflow 
and complete tasks, memory capabilities 
for personalized interactions, and autono-
mous reasoning. This combination allows 
AI agents to plan, create subtasks, gather 
information, and learn iteratively from 

their own experiences or other AI agents.
The true potential of this technol-

ogy becomes apparent when multiple AI 
agents collaborate within multiagent AI 
systems. This concept introduces a new 
level of flexibility and capability in tack-
ling complex tasks. Autogen, CrewAI, and 
LangChain offer various agent network 
configurations, including hierarchical, se-
quential, conditional, or even parallel task 
execution.4-6 This adaptability opens up a 
world of possibilities across various indus-
tries, but perhaps nowhere is the potential 
impact more exciting and profound than 
in health care.

AI agents in health care present an op-
portunity to revolutionize patient care, 
streamline administrative processes, and 
support complex clinical decision-making. 
This review examines 3 scenarios that il-
lustrate the impact of AI agents in health 
care: a hypothetical sepsis management sys-
tem, chronic disease management, and hos-
pital patient flow optimization. This article 
will provide a detailed look at the technical 
implementation challenges, including the 
integration with existing health care IT sys-
tems, data privacy considerations, and the 
crucial role of explainable AI in maintain-
ing trust and transparency.

It is challenging to implement AI agents in 
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health care. Concerns include ensuring data 
quality and mitigating bias, seamlessly inte-
grating these systems into existing clinical 
workflows, and navigating the complex eth-
ical considerations that arise when deploy-
ing autonomous systems in health care. The 
integration with Internet of Things (IoT) de-
vices for real-time patient data monitoring 
and the development of more sophisticated 
natural language interfaces to enhance future 
human-AI collaboration.

The adoption of AI agents in health care is 
only beginning, and it promises to be trans-
formative. As AI continues to evolve, a com-
prehensive understanding of its applications, 
limitations, and ethical considerations is es-
sential. This report provides a comprehensive 
overview of the current state, potential appli-
cations, and future directions of AI agents in 
health care, offering insights valuable to re-
searchers, clinicians, and policymakers.

MULTIAGENT AI ARCHITECTURE
Sepsis Management
Despite advancements in broad-spectrum 
antibiotics, imaging, and life support sys-
tems, mortality rates associated with sepsis 
remain high. The complexity of optimiz-
ing care in clinical settings has hindered 
progress in managing sepsis. Previous at-
tempts to develop predictive sepsis models 
have proven challenging.7 This report pro-
poses a multiagent AI system designed to 
enhance comprehensive patient monitor-
ing and care through coordinated AI-driven  
interventions.
Data Collection and Integration Agent. Pow-
ered by a controlled vocabulary to specify 
all data, the primary function for the data 
collection and integration agent is to clean, 
transform, and organize patient data from 
structured and unstructured sources. This 
agent prepares succinct summaries of con-
sultant notes and formats data for human 
and machine consumption. All numerical 
data are presented graphically, including 
relevant historical data trends. The agent 
also digitally captures all orders in a struc-
tured format using a specified controlled 
vocabulary. This structured data feed sup-
ports the output of other agents, including 
documentation, treatment planning, and 
risk stratification, while also supplying the 
data structures for future training.

Diagnostic Agent. Critical illness is charac-
terized by multiple abnormalities across a 
wide array of tests, ranging from plain chest 
X-ray, computed tomography (CT), blood 
cell composition, plasma chemistry, and 
microscopic evaluation of specimens. Ad-
ditionally, life support parameters provide 
insights into disease severity and can in-
form management recommendations. These 
data offer a wide array of visual and numer-
ical data to be used as input for computa-
tion, recommendation, and further training. 
For example, to evaluate fluid overload on 
chest X-rays or tissue histopathology slides, 
an AI agent can leverage deep learning 
models such as convolutional neural net-
works and vision transformers to analyze 
images like radiographs and histopathol-
ogy slides.8,9 Recurrent neural networks or 
transformer models process sequential data 
like time-series vital signs. The agent also 
implements ensemble methods that com-
bine multiple machine learning algorithms 
to enhance diagnostic accuracy.
Risk Stratification Agent. This assesses se-
verity and predicts potential outcomes. 
Morbidity and mortality risks are calculated 
using an established scoring system and in-
dividualized based on the history of other 
agents’ conditional patients. These are pre-
sented graphically, with major risk factors 
highlighted for explainability. 
Treatment Recommendation Agent. Using a 
reinforcement learning framework supple-
mented by up-to-date clinical guidelines, 
this system leverages historical data struc-
tured with standardized vocabulary to ana-
lyze patients with similar clinical features. 
Training is also conducted on the patient’s 
physiological data. All recommendations are 
presented via a dedicated user interface in 
a readable format, along with recommen-
dations for editable, orderable items, refer-
ences, and full-text snippets from previous 
research. Stop rules end computing if con-
fidence in recommendations is too broad or 
no clear pathway can be computed with cer-
tainty, prompting human mitigation.
Resource Management Agent. This agent co-
ordinates hospital resources using con-
straint programming techniques for optimal 
resource allocation, uses queueing theory 
models to predict and manage patient flow, 
and implements genetic algorithms for com-
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plex scheduling problems.10,11

Monitoring and Alert Agent. By track-
ing patients’ progress and alerting staff to 
changes, this agent uses anomaly detec-
tion algorithms to identify unusual patterns 
in patient data and implement time-series 
forecasting models, such as autoregressive 
integrated moving average and prophet, to 
predict future patient states. The agent also 
uses stream-processing techniques for real-
time data analysis.12,13

Documentation and Reporting Agent. This 
agent maintains comprehensive medical 
records and generates reports. It employs 
advanced natural language processing tech-
niques for automated report generation, 
uses advanced LLMs fine-tuned on medical 
corpora for narrative creation, and imple-
ments information-retrieval techniques to 
efficiently query patient records.

CLINICAL CASE STUDIES
To illustrate the functionality of a multia-
gent system, this report examines its ap-
plication for managing sepsis. The data 
collection and integration agent continu-
ously aggregates patient data from various 
sources, normalizing and timestamping it 
for consistent processing. The diagnostic 
agent analyzes this integrated data in real 
time, applying sepsis criteria and utilizing a 
deep learning model trained on a large sep-
sis dataset to detect subtle patterns.

The risk stratification agent calculates se-
verity scores, such as the Sepsis-related 
Organ Failure Assessment (SOFA), quick 
SOFA (qSOFA), and Acute Physiology and 
Chronic Health Evaluation II, upon detect-
ing a possible sepsis case.14 It predicts the 
likelihood of specific outcomes and estimates 
the potential trajectory of the patient’s con-
dition for the next 24 to 48 hours. Based on 
this assessment, the treatment recommenda-
tion agent suggests an initial treatment plan, 
including appropriate antibiotics, fluid re-
suscitation protocols, and vasopressor rec-
ommendations, recommendations when 
indicated.

Concurrently, the resource management 
agent checks the availability of necessary re-
sources and prioritizes allocation based on 
the severity. The monitoring agent tracks 
the patient’s response to interventions in 
real time, alerting the care team to any con-

cerning changes or lack of expected im-
provement. Throughout this process, the 
documentation agent ensures that all actions, 
responses, and outcomes are meticulously re-
corded in a structured format and generates 
real-time updates for the patient’s electronic 
health record (EHR) and preparing summary 
reports for handoffs between care teams.

Administrative Workflow Support
Modern health care operations are resource-
intensive, requiring coordination of ad-
vanced imaging, procedures, laboratory 
testing, and professional consultations.15 
AI-powered health care administrative 
workflow systems are revolutionizing how 
medical facilities coordinate patient care. 
For patients with chronic cough, these sys-
tems seamlessly integrate scheduling, im-
aging, diagnostics, and follow-up care into 
a cohesive process that reduces administra-
tive burden while improving patient out-
comes. Through an intuitive interface and 
automated assistance, health care practi-
tioners (HCPs) can track patient progress 
from initial consultation through diagnosis 
and treatment.

The process begins when an HCP enters 
a patient into the system, which triggers an 
automated CT scan scheduling system. The 
system considers factors like urgency, facility 
availability, and patient preferences to suggest 
optimal appointment times. Once imaging 
is complete, AI agents analyze the radiology 
reports, extract key findings, and generate 
structured summaries that highlight criti-
cal information such as “mild bronchial wall 
thickening with patchy ground-glass opac-
ities” or “findings consistent with chronic 
bronchitis.”

Based on these findings, the system au-
tomatically generates evidence-based rec-
ommendations for follow-up care, such as 
pulmonology consultations or follow-up 
imaging in 3 months. These recommen-
dations are presented to the ordering cli-
nician, along with suggested appointment 
slots for specialist consultations. The sys-
tem then manages the coordination of mul-
tiple appointments, ensuring each step in 
the patient’s care plan is properly sequenced 
and scheduled.

The entire process is monitored through a 
comprehensive dashboard that provides real-
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time updates on patient status, appointment 
schedules, and clinical recommendations. 
HCPs can track which patients require im-
mediate attention, view upcoming appoint-
ments, and monitor the progress of ongoing 
care plans.

Multiagent AI Operation Optimization
Hospitals are complex entities that must 
function at different scales and respond in 
an agile, timely manner at all hours, deploy-
ing staff at various positions.16 A system of 
AI agents can receive signals from sensors 
monitoring foot traffic in the emergency de-
partment and trauma unit, as well as the 
availability of operating room staff, equip-
ment, and intensive care unit beds. Smart 
sensors enable this monitoring through IoT 
networks. These networks benefit from ad-
vances in adaptive and consensus network-
ing algorithms, along with recent advances 
in bioengineering and biocomputing.17 

For example, in the case of imaging for 
suspected abdominal obstruction, an AI 
agent tasked with scheduling CTs could 
time the patient’s arrival based on acuity. 
Another AI agent could alert staff transport-
ing the patient to the CT appointment, with 
the next location contingent on a clinical 
decision to proceed to the operating room. 
Yet another AI agent could summarize radi-
ology interpretations and alert the surgery 
and anesthesia teams to a potential case, 
while others could notify operating room 
staff of equipment needs or reserve a bed. 
In this paradigm, AI agents facilitate more 
precise and timely communication between 
multiple staff members.

TECHNICAL IMPLEMENTATION
Large Language Models
Each agent uses a different LLM opti-
mized for its specific task. For example, 
the diagnostic agent uses an LLM pre-
trained on a large corpus of biomedical 
literature and fine-tuned on a dataset of 
confirmed sepsis cases and their presen-
tations.18 It implements few-shot learn-
ing techniques to adapt to rare or atypical 
presentations. The treatment recommen-
dation agent also uses an LLM, employ-
ing a retrieval-augmented generation 
approach to access the latest clinical 
guidelines during inference. The docu-

mentation agent uses another advanced lan-
guage model, fine-tuned on a large corpus 
of high-quality medical documentation, im-
plementing controlled text generation tech-
niques and utilizing a separate smaller model 
for real-time error checking and correction.

Interagent Quality Control
Agents learn from their own experience and 
the experience of other agents. They are 
equipped with user-defined rule-based and 
model-based systems for quality assurance, 
with clear stopping rules for human involve-
ment and mitigation.

Sophisticated quality control measures 
bolster the system’s reliability, including 
ensemble techniques for result compari-
son, redundancy for critical tasks, and au-
tomatic human review for disagreements 
above a certain threshold. Each agent pro-
vides a calibrated confidence score with 
its output, used to weigh inputs in down-
stream tasks and trigger additional checks 
for low-confidence outputs.

A dedicated quality control agent mon-
itors output from all agents, employing 
both supervised and unsupervised anomaly  
detection techniques. Feedback loops allow 
agents to evaluate the quality and utility 
of information received from other agents. 
The system implements a multiarmed ban-
dit approach to dynamically adjust the  
influence of different agents based on their 
performance and periodically retrains  
agent models using federated learning  
techniques.19

Electronic Health Record Integration
Seamless EHR integration is crucial for 
practical implementation. The system has 
secure application programming interface 
access to various EHR platforms, imple-
ments OAuth 2.0 for authentication, and 
use HTTPS with perfect forward secrecy for 
all communications.20 It works with HL7 
FHIR to ensure interoperability and uses 
SNOMED CT for clinical terminology to 
ensure semantic interoperability across dif-
ferent EHRs.21,22

The system implements a multilevel ap-
proval system for write-backs to EHRs, with 
different thresholds based on the informa-
tion’s criticality. It uses digital signatures to 
ensure the integrity and nonrepudiation of 
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AI-generated entries and implements block-
chain technology to create an immutable and 
distributed ledger of all AI system actions.23

Decision Transparency
To ensure transparency in decision-
making processes, the system applies 
techniques (eg, local interpretable model-
agnostic explanations and Shapley addi-
tive explanations) to provide insights into 
agent decision-making processes.24-26 It 
provides customized visualizations for 
different stakeholders and allows users 
to explore alternative decision paths 
through what-if scenario modeling.27

The system provides calibrated confi-
dence indicators for each recommendation 
or decision, implementing a novel confi-
dence calibration agent that continuously 
monitors and adjusts confidence scores 
based on observed outcomes.

Continuous Learning and Adaptation
The system employs several techniques 
to remain current with evolving medical 
knowledge. Federated learning includes 
information from diverse datasets across 
multiple institutions without compromis-
ing patient privacy.28 A/B testing is used 
to safely deploy and compare new agent 
versions in controlled settings, imple-
menting multiarmed bandit algorithms 
to efficiently explore new models while 
minimizing potential negative impacts. 
Human-in-the-loop learning and active 
learning techniques are used to incorpo-
rate feedback from HCPs and efficiently 
solicit expert input on the most informa-
tive data.29

CLINICAL IMPLICATIONS
The implementation of multiagent AI sys-
tems in health care has several potential 
benefits: enhanced diagnostic accuracy, per-
sonalized treatment, improved efficiency, 
continuous monitoring, and resource opti-
mization. A recent review of AI sepsis pre-
dictive models exhibited superior results 
to standard clinical scoring methods like 
qSOFA.30 In oncology, such systems can re-
sult in more tailored treatments, enhancing 
outcomes.31 The implementation of an am-
bient dictation system can improve work-
flow and prevent HCP burnout.32

ETHICAL CONSIDERATIONS AND  
AI OVERSIGHT
Integrating AI agents into health care raises 
significant ethical considerations that must 
be carefully addressed to ensure equitable 
and effective care delivery. One primary 
concern involves cultural and linguistic 
competency, as AI systems may struggle 
with cultural nuances, idioms, and context-
specific communication patterns. This be-
comes particularly challenging in regions 
with diverse ethnic populations or immi-
grant communities, where medical termi-
nology may not have direct translations 
and cultural beliefs significantly influence 
health care decisions. AI systems also may 
inherit and amplify existing biases in health 
care delivery, whether through HCP bias 
reflected in training data, patient bias af-
fecting acceptance of AI-assisted care, or 
demographic underrepresentation during 
system development.

AI agents present unique opportunities 
for improving health care access and out-
comes through community engagement, 
though such initiatives require thoughtful 
implementation. Predictive analytics can 
identify high-risk individuals within com-
munities who may benefit from preventive 
care, while analysis of social determinants 
of health can enable more targeted interven-
tions. However, these capabilities must be 
balanced with privacy concerns and the risk 
of surveillance, particularly in communities 
that distrust health care institutions. The po-
tential for AI to bridge health care gaps must 
be weighed against the need to maintain cul-
tural sensitivity and community trust.

The governance and oversight of health 
care AI systems requires a multistakeholder 
approach with clear lines of responsibility 
and accountability. This includes involve-
ment from government health care agen-
cies, professional medical associations, ethics 
boards, and independent auditors, all work-
ing together to establish and enforce stan-
dards while monitoring system performance 
and addressing potential biases. Health care 
organizations must maintain transparent pol-
icies about AI use, implement regular moni-
toring and evaluation protocols, and establish 
precise mechanisms for patient feedback and 
grievance resolution. Ongoing assessment 
and adjustment of these systems, informed 
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by community feedback and outcomes data, 
will be crucial for their ethical implementa-
tion, ensuring that AI agents complement, 
rather than replace, human judgment and 
cultural sensitivity.

FUTURE DIRECTIONS
Despite the potential benefits, implement-
ing multiagent AI systems in health care 
faces significant challenges that require 
careful consideration. Beyond the funda-
mental issues such as data quality and bias 
mitigation, health care organizations strug-
gle with fragmented systems, inconsistent 
data formats, and varying quality. Technical 
infrastructure requirements are substantial, 
particularly in rural or underserved areas 
that lack robust networks and cybersecu-
rity. HCPs already face significant cognitive 
load and time pressures, making integrating 
AI agents into existing workflows particu-
larly challenging. There is also the critical 
issue of transparency and interpretability, as 
health care decisions require clear reason-
ing and accountability that many black-box 
AI systems struggle to provide.

The legal landscape introduces another 
layer of complexity, particularly regarding 
liability, consent, and privacy questions. 
When AI agents contribute to medical deci-
sions, establishing clear lines of responsibil-
ity becomes crucial. There are also serious 
concerns about algorithmic fairness and the 
potential for AI systems to perpetuate or 
amplify existing inequities. The cost of im-
plementation remains a significant barrier, 
requiring substantial investment in tech-
nology, training, and ongoing maintenance 
while ensuring resources are not diverted 
from direct patient care. Moreover, HCPs 
may resist adoption due to concerns about 
job security, loss of autonomy, or skepticism 
about AI capabilities while paradoxically 
facing risks of overreliance on AI systems 
that could lead to the degradation of human 
clinical skills.

Addressing these challenges requires a 
multifaceted approach that combines tech-
nical solutions with organizational and pol-
icy changes. Health care organizations must 
implement rigorous data validation pro-
cesses and interoperability standards while 
developing hybrid models that balance so-
phisticated AI capabilities with interpretable 

techniques. Extensive research and itera-
tive design processes, with direct input from 
HCPs, are essential for successful integra-
tion. Establishing independent ethics boards 
to oversee system development and deploy-
ment, conducting multicenter randomized 
controlled trials, and creating clear regula-
tory frameworks will ensure safe and effec-
tive implementation. Success will ultimately 
depend on ongoing collaboration between 
technology developers, HCPs, policymakers, 
and patients, maintaining a steady focus on 
improving patient care and outcomes while 
carefully navigating the complex challenges 
of AI integration in health care.33-35

As multiagent AI systems in health care 
evolve, several exciting directions emerge. 
These include the integration of IoT and 
wearable devices, the development of more 
sophisticated natural language interfaces, 
and applying these systems to predictive 
maintenance of medical equipment.

CONCLUSIONS
The advent of multiagent AI systems in 
health care represents a paradigm shift in 
the approach to patient care, clinical deci-
sion making, and health care management. 
While these systems offer immense poten-
tial to transform health care delivery, their 
development and implementation must be 
guided by rigorous scientific validation, eth-
ical considerations, and a patient-centered 
approach. The ultimate goal remains clear: 
harnessing the power of AI to improve pa-
tient outcomes, enhance the efficiency of 
health care delivery, and ultimately advance 
the health and well-being of patients.
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