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Background: The use of artificial intelligence (AI) in health care 
is increasing and has shown utility in many medical specialties, 
especially pathology, radiology, and oncology. 
Observations: Many barriers exist to successfully implement AI 
programs in the clinical setting. To address these barriers, a for-
mal governing body, the hospital AI Committee, was created 
at James A. Haley Veterans’ Hospital in Tampa, Florida. The AI 
committee reviews and assesses AI products based on their 

success at protecting human autonomy; promoting human well-
being and safety and the public interest; ensuring transparency, 
explainability, and intelligibility; fostering responsibility and ac-
countability; ensuring inclusiveness and equity; and promoting 
AI that is responsive and sustainable.
Conclusions: Through the hospital AI Committee, we may 
overcome many obstacles to successfully implementing AI ap-
plications in the clinical setting.
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In the past 10 years, artificial intelli-
gence (AI) applications have exploded 
in numerous fields, including medicine. 

Myriad publications report that the use of 
AI in health care is increasing, and AI has 
shown utility in many medical specialties, 
eg, pathology, radiology, and oncology.1,2

In cancer pathology, AI was able not 
only to detect various cancers, but also 
to subtype and grade them. In addition, 
AI could predict survival, the success of 
therapeutic response, and underlying 
mutations from histopathologic images.3 
In other medical fields, AI applications 
are as notable. For example, in imaging 
specialties like radiology, ophthalmol-
ogy, dermatology, and gastroenterology, 
AI is being used for image recognition, 
enhancement, and segmentation. In ad-
dition, AI is beneficial for predicting dis-
ease progression, survival, and response 
to therapy in other medical specialties. 
Finally, AI may help with administrative 
tasks like scheduling. 

However, many obstacles to success-
fully implementing AI programs in the 
clinical setting exist, including clinical 
data limitations and ethical use of data, 
trust in the AI models, regulatory bar-
riers, and lack of clinical buy-in due to 
insufficient basic AI understanding.2 To 
address these barriers to successful clini-
cal AI implementation, we decided to cre-
ate a formal governing body at James A. 
Haley Veterans’ Hospital in Tampa, Flor-
ida. Accordingly, the hospital AI commit-

tee charter was officially approved on July 
22, 2021. Our model could be used by 
both US Department of Veterans Affairs 
(VA) and non-VA hospitals throughout 
the country. 

AI COMMITTEE
The vision of the AI committee is to im-
prove outcomes and experiences for our 
veterans by developing trustworthy AI ca-
pabilities to support the VA mission. The 
mission is to build robust capacity in AI 
to create and apply innovative AI solutions 
and transform the VA by facilitating a learn-
ing environment that supports the deliv-
ery of world-class benefits and services to 
our veterans. Our vision and mission are 
aligned with the VA National AI Institute.4

The AI Committee comprises 7 sub-
committees: ethics, AI clinical product 
evaluation, education, data sharing and ac-
quisition, research, 3D printing, and im-
provement and innovation. The role of the 
ethics subcommittee is to ensure the ethical 
and equitable implementation of clinical AI. 
We created the ethics subcommittee guide-
lines based on the World Health Organiza-
tion ethics and governance of AI for health 
documents.5 They include 6 basic principles: 
protecting human autonomy; promoting 
human well-being and safety and the public 
interest; ensuring transparency, explainabil-
ity, and intelligibility; fostering responsibility 
and accountability; ensuring inclusiveness 
and equity; and promoting AI that is respon-
sive and sustainable (Table 1).
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As the name indicates, the role of the 
AI clinical product evaluation subcom-
mittee is to evaluate commercially avail-
able clinical AI products. More than 
400 US Food and Drug Administration– 
approved AI medical applications exist, 
and the list is growing rapidly. Most AI ap-
plications are in medical imaging like ra-
diology, dermatology, ophthalmology, and 
pathology.6,7 Each clinical product is eval-
uated according to 6 principles: relevance, 
usability, risks, regulatory, technical re-
quirements, and financial (Table 2).8 We 
are in the process of evaluating a few com-
mercial AI algorithms for pathology and 
radiology, using these 6 principles. 

Implementations
After a comprehensive evaluation, we im-
plemented 2 ClearRead (Riverain Technolo-
gies) AI radiology solutions. ClearRead CT 
Vessel Suppress produces a secondary se-
ries of computed tomography (CT) images, 
suppressing vessels and other normal struc-
tures within the lungs to improve nodule 
detectability, and ClearRead Xray Bone Sup-
press, which increases the visibility of soft 
tissue in standard chest X-rays by suppress-
ing the bone on the digital image without 
the need for 2 exposures. 

The role of the education subcommit-
tee is to educate the staff about AI and 
how it can improve patient care. Every 

Friday, we email an AI article of the week 
to our practitioners. In addition, we pub-
lish a newsletter, and we organize an an-
nual AI conference. The first conference 
in 2022 included speakers from the Na-
tional AI Institute, Moffitt Cancer Center, the 
University of South Florida, and our facility.

As the name indicates, the data shar-
ing and acquisition subcommittee oversees 
preparing data for our clinical and research 
projects. The role of the research subcom-
mittee is to coordinate and promote AI re-
search with the ultimate goal of improving 
patient care.

Other Technologies
Although 3D printing does not fall under 
the umbrella of AI, we have decided to in-
clude it in our future-oriented AI com-
mittee. We created an online 3D printing 
course to promote the technology through-
out the VA. We 3D print organ models to 
help surgeons prepare for complicated op-
erations. In addition, together with our col-
leagues from the University of Florida, we 
used 3D printing to address the shortage of 
swabs for COVID-19 testing. The VA Sun-
shine Healthcare Network (Veterans Inte-
grated Services Network 8) has an active 
Innovation and Improvement Committee.9 
Our improvement and innovation subcom-
mittee serves as a coordinating body with 
the network committee.

TABLE 1 Principles of AI Ethics

Principles Descriptions

Protecting human autonomy Humans should remain in control of health care systems and medical decisions

Promoting human well-being  
and safety and the public interest

The designers of AI technologies should satisfy regulatory requirements for 
safety, accuracy, and efficacy for well-defined use cases or indications

Ensuring transparency,  
explainability, and intelligibility

Transparency requires that sufficient information be published or documented 
before the design or deployment of an AI technology

Fostering responsibility and  
accountability

It is the responsibility of stakeholders to ensure that AI is used under  
appropriate conditions and by appropriately trained people

Ensuring inclusiveness and  
equity

Inclusiveness requires that AI for health be designed to encourage the widest 
possible equitable use and access, irrespective of age, sex, gender, income, 
race, ethnicity, sexual orientation, ability, or other characteristics protected 
under human rights codes

Promoting AI that is responsive 
and sustainable

Designers, developers, and users should continuously and transparently assess 
AI applications during actual use to determine whether AI responds adequately 
and appropriately to expectations and requirements

Abbreviation: AI, artificial intelligence.
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CONCLUSIONS
Through the hospital AI committee, we be-
lieve that we may overcome many obstacles 
to successfully implementing AI applica-
tions in the clinical setting, including the 
ethical use of data, trust in the AI models, 
regulatory barriers, and lack of clinical buy-
in due to insufficient basic AI knowledge.
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TABLE 2 Principles of Clinical AI Product Evaluation

Principles Questions to be addressed

Relevance What specific medical problem is the AI application intended to 
solve?

Is this intended for research or clinical purposes?

Who is the end user?

Usability How will the AI application be integrated into the clinical workflow?

How was the model trained?  

Was the model trained with a well-balanced data set?

Was VA data used in model training?

Does the AI tool have interpretability?

Risk What are the risks associated with implementation?

What are the benefits of clinical adoption?

Is there potential for bias?

How will potential errors be addressed?

Regulatory Does the AI tool comply with agency and VISN/facility regulations?

Is the AI tool compliant with data protection and privacy standards 
for the VA?

How will quality assurance be maintained?

Technical  
requirements

Will the AI tool meet the VA Office of Information and Technology 
requirements (ie, hardware specifications, cloud vs host, and  
network security issues)?

Who will provide technical oversight and maintenance?

Financial Does the clinical benefit justify cost?  

What is the licensing model?

Is there appropriate sole source justification?

What are maintenance costs?

Abbreviations: AI, artificial intelligence; VA, US Department of Veterans Affairs; VISN, Veterans 
Integrated Services Network.


