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Background: The use of large language models like ChatGPT 
is becoming increasingly popular in health care settings. These 
artificial intelligence models are trained on vast amounts of 
data and can be used for various tasks, such as language 
translation, summarization, and answering questions. 
Observations: Large language models have the potential to 
revolutionize the industry by assisting medical professionals 

with administrative tasks, improving diagnostic accuracy, and 
engaging patients. However, pitfalls exist, such as its inability 
to distinguish between real and fake information and the need 
to comply with privacy, security, and transparency principles. 
Conclusions: Careful consideration is needed to ensure 
the responsible and ethical use of large language models in 
medicine and health care.
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demic and the health care system 
faces new challenges, technology has 

become an increasingly important tool for 
health care professionals (HCPs). One such 
technology is the large language model 
(LLM), which has the potential to revolu-
tionize the health care industry. ChatGPT, 
a popular LLM developed by OpenAI, has 
gained particular attention in the medical 
community for its ability to pass the United 
States Medical Licensing Exam.2 This article 
will explore the benefits and potential pit-
falls of using LLMs like ChatGPT in medi-
cine and health care. 

BENEFITS
HCP burnout is a serious issue that can lead 
to lower productivity, increased medical er-
rors, and decreased patient satisfaction.3 
LLMs can alleviate some administrative bur-
dens on HCPs, allowing them to focus on 
patient care. By assisting with billing, cod-
ing, insurance claims, and organizing sched-
ules, LLMs like ChatGPT can free up time 
for HCPs to focus on what they do best: pro-
viding quality patient care.4 ChatGPT also 
can assist with diagnoses by providing accu-
rate and reliable information based on a vast 
amount of clinical data. By learning the re-

lationships between different medical con-
ditions, symptoms, and treatment options, 
ChatGPT can provide an appropriate differ-
ential diagnosis (Figure 1). It can also inter-
pret medical tests, such as imaging studies 
and laboratory results, improving the accu-
racy of diagnoses.5 LLMs can also identify 
potential clinical trial opportunities for pa-
tients, leading to improved treatment op-
tions and outcomes.6

Imaging medical specialists like radiolo-
gists, pathologists, dermatologists, and oth-
ers can benefit from combining computer 
vision diagnostics with ChatGPT report cre-
ation abilities to streamline the diagnostic 
workflow and improve diagnostic accuracy 
(Figure 2). By leveraging the power of LLMs, 
HCPs can provide faster and more accu-
rate diagnoses, improving patient outcomes. 
ChatGPT can also help triage patients with 
urgent issues in the emergency department, 
reducing the burden on personnel and allow-
ing patients to receive prompt care.7,8

Although using ChatGPT and other LLMs 
in mental health care has potential benefits, it 
is essential to note that they are not a substi-
tute for human interaction and personalized 
care. While ChatGPT can remember infor-
mation from previous conversations, it can-
not provide the same level of personalized, 

The development of [artificial intelligence] is as fundamental as the creation of the micro-
processor, the personal computer, the Internet, and the mobile phone. It will change the way 
people work, learn, travel, get health care, and communicate with each other.
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high-quality care that a professional thera-
pist or HCP can. However, by augmenting 
the work of HCPs, ChatGPT and other LLMs 
have the potential to make mental health care 
more accessible and efficient. In addition to 
providing effective screening in underserved 
areas, ChatGPT technology may improve the 
competence of physician assistants and nurse 
practitioners in delivering mental health 
care. With the increased incidence of mental 
health problems in veterans, the pertinence 
of a ChatGPT-like feature will only increase 
with time.9

ChatGPT can also be integrated into 
health care organizations’ websites and mo-
bile apps, providing patients instant access to 
medical information, self-care advice, symp-
tom checkers, scheduling appointments, and 
arranging transportation. These features can 
reduce the burden on health care staff and 
help patients stay informed and motivated 
to take an active role in their health. Addi-
tionally, health care organizations can use 
ChatGPT to engage patients by providing re-
minders for medication renewals and assis-
tance with self-care.4,6,10,11

The potential of artificial intelligence (AI) 
in the field of medical education and research 
is immense. According to a study by Gilson 
and colleagues, ChatGPT has shown prom-
ising results as a medical education tool.12 
ChatGPT can simulate clinical scenarios, 
provide real-time feedback, and improve di-
agnostic skills. It also offers new interactive 
and personalized learning opportunities for 
medical students and HCPs.13 ChatGPT can 
help researchers by streamlining the pro-
cess of data analysis. It can also adminis-
ter surveys or questionnaires, facilitate data 
collection on preferences and experiences, 
and help in writing scientific publications.14 
Nevertheless, to fully unlock the potential 
of these AI models, additional models that 
perform checks for factual accuracy, plagia-
rism, and copyright infringement must be  
developed.15,16

AI BILL OF RIGHTS
In order to protect the American public, the 
White House Office of Science and Tech-
nology Policy (OSTP) has released a blue-
print for an AI Bill of Rights that emphasizes 
5 principles to protect the public from the 
harmful effects of AI models, including safe 

FIGURE 1 Medical Robot Image  
Created by Artificial Intelligence

Source: www.beta.dreamstudio.ai

Glossary of Terms
Artificial intelligence (AI): The simulation of human intelligence in machines 
that are programmed to mimic human cognitive abilities, such as reasoning, 
learning, perception, and problem solving.

Machine learning (ML): A subset of AI that involves using algorithms and  
statistical models to enable computers to improve their performance on a  
specific task without being explicitly programmed.

Deep learning (DL): A subset of ML that uses artificial neural networks with 
multiple layers to enable computers to learn from large amounts of data and 
make predictions or decisions based on that data.

Large language models (LLM): A type of DL that uses vast amounts of text 
data to learn the structure and patterns of human language; these models  
have revolutionized the field of natural language processing and have enabled 
computers to perform a wide range of language-related tasks.

Natural language processing (NLP): A branch of AI that focuses on enabling 
computers to understand, interpret, and generate human language; it involves 
using various techniques such as ML, DL, and linguistic analysis to process and 
analyze natural language data.

FIGURE 2 Pathology Colon Biopsy  
Report Created by ChatGPT  
(www.chat.openai.com)
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and effective systems; algorithmic discrimi-
nation protection; data privacy; notice and 
explanation; and human alternatives, con-
siderations, and fallback (Figure 3).17 Other 
trustworthy AI frameworks, such as the 
White House Executive Order 13960 and 
the National Institute of Standards and Tech-
nology AI Risk Management Framework, 
are essential to building trust for AI services 
among HCPs and veteran patients.18,19 To 
ensure that ChatGPT complies with these 
principles, especially those related to privacy, 
security, transparency, and explainability, it 
is essential to develop trustworthy AI health 
care products. Methods like calibration and 
fine-tuning with specialized data sets from 
the target population and guiding the mod-
el’s behavior with reinforcement learning 
with human feedback (RLHF) may be ben-
eficial. Preserving the patient’s confidenti-
ality is of utmost importance. For example, 
Microsoft Azure Machine Learning Services, 
including ChatGPT GPT-4, are Health In-
surance Portability and Accountability Act– 
certified and could enable the creation of 
such products.20

One of the biggest challenges with LLMs 
like ChatGPT is the prevalence of inaccu-
rate information or so-called hallucinations.16 
These inaccuracies stem from the inability of 
LLMs to distinguish between real and fake 
information. To prevent hallucinations, re-
searchers have proposed several methods, 
including training models on more diverse 
data, using adversarial training methods, and 
human-in-the-loop approaches.21 In addition, 
medicine-specific models like GatorTron, 
medPaLM, and Almanac were developed, in-
creasing the accuracy of factual results.22-24 
Unfortunately, only the GatorTron model is 
available to the public through the NVIDIA 
developers’ program.25

Despite these shortcomings, the future of 
LLMs in health care is promising. Although 
these models will not replace HCPs, they 

can help reduce the unnecessary burden on 
them, prevent burnout, and enable HCPs and 
patients spend more time together. Establish-
ing an official hospital AI oversight govern-
ing body that would promote best practices 
could ensure the trustworthy implementation 
of these new technologies.26

CONCLUSIONS
The use of ChatGPT and other LLMs in 
health care has the potential to revolution-
ize the industry. By assisting HCPs with 
administrative tasks, improving the accu-
racy and reliability of diagnoses, and en-
gaging patients, ChatGPT can help health 
care organizations provide better care to 
their patients. While LLMs are not a sub-
stitute for human interaction and person-
alized care, they can augment the work of 
HCPs, making health care more accessi-
ble and efficient. As the health care indus-
try continues to evolve, it will be exciting to 
see how ChatGPT and other LLMs are used 
to improve patient outcomes and quality 
of care. In addition, AI technologies like 
ChatGPT offer enormous potential in med-
ical education and research. To ensure that 
the benefits outweigh the risks, developing 
trustworthy AI health care products and es-
tablishing oversight governing bodies to en-
sure their implementation is essential. By 
doing so, we can help HCPs focus on what 
matters most, providing high-quality care to 
patients.
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FIGURE 3 AI Bill of Rights17

Source: Executive Office of the President, Office of Science and Technology Policy
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