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Background: Artificial intelligence (AI) has great potential to 
improve health care quality, safety, efficiency, and access. 
However, the widespread adoption of health care AI needs to 
catch up to other sectors. Challenges, including data limitations, 
misaligned incentives, and organizational obstacles, have hindered 
implementation. Strategic demonstrations, partnerships, aligned 
incentives, and continued investment are needed to enable 
responsible adoption of AI. High reliability health care organizations 
offer insights into safely implementing major initiatives through 
frameworks like the Patient Safety Adoption Framework, which 
provides practical guidance on leadership, culture, process, 
measurement, and person-centeredness to successfully adopt 
safety practices. High reliability health care organizations ensure 
consistently safe and high quality care through a culture focused on 
reliability, accountability, and learning from errors and near misses.

Observations: The Veterans Health Administration applied a high 
reliability health care model to instill safety principles and improve 
outcomes. As the use of AI becomes more widespread, ensuring its 
ethical development is crucial to avoiding new risks and harm. The 
US Department of Veterans Affairs National AI Institute proposed 
a Trustworthy AI Framework tailored for federal health care with 6 
principles: purposeful, effective and safe, secure and private, fair 
and equitable, transparent and explainable, and accountable and 
monitored. This aims to manage risks and build trust. 
Conclusions: Combining these AI principles with high reliability 
safety principles can enable successful, trustworthy AI that 
improves health care quality, safety, efficiency, and access. 
Overcoming AI adoption barriers will require strategic efforts, 
partnerships, and investment to implement AI responsibly, safely, 
and equitably based on the health care context.
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A rtificial intelligence (AI) has lagged 
in health care but has considerable 
potential to improve quality, safety, 

clinician experience, and access to care. It 
is being tested in areas like billing, hospital 
operations, and preventing adverse events 
(eg, sepsis mortality) with some early suc-
cess. However, there are still many barri-
ers preventing the widespread use of AI, 
such as data problems, mismatched re-
wards, and workplace obstacles. Innovative 
projects, partnerships, better rewards, and 
more investment could remove barriers. 
Implemented reliably and safely, AI can add 
to what clinicians know, help them work 
faster, cut costs, and, most importantly, im-
prove patient care.1 

AI can potentially bring several clinical 
benefits, such as reducing the administrative 
strain on clinicians and granting them more 
time for direct patient care. It can also im-
prove diagnostic accuracy by analyzing pa-
tient data and diagnostic images, providing 
differential diagnoses, and increasing access 
to care by providing medical information and 
essential online services to patients.2

HIGH RELIABILITY ORGANIZATIONS
High reliability health care organizations 
have considerable experience safely launch-
ing new programs. For example, the Patient 

Safety Adoption Framework gives practical 
tips for smoothly rolling out safety initiatives 
(Table 1). Developed with experts and di-
verse views, this framework has 5 key areas: 
leadership, culture and context, process, 
measurement, and person-centeredness. 
These address adoption problems, guide 
leaders step-by-step, and focus on leadership 
buy-in, safety culture, cooperation, and local 
customization. Checklists and tools make it 
systematic to go from ideas to action on pa-
tient safety.3

Leadership involves establishing orga-
nizational commitment behind new safety 
programs. This visible commitment signals 
importance and priorities to others. Lead-
ers model desired behaviors and language 
around safety, allocate resources, remove 
obstacles, and keep initiatives energized 
over time through consistent messaging.4 
Culture and context recognizes that safety 
culture differs across units and facilities. 
Local input tailors programs to fit and ex-
amines strengths to build on, like psycho-
logical safety. Surveys gauge the existing 
culture and its need for change. Process de-
tails how to plan, design, test, implement, 
and improve new safety practices and pro-
vides a phased roadmap from idea to re-
sults. Measurement collects data to drive 
improvement and show impact. Metrics 
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track progress and allow benchmarking. 
Person-centeredness puts patients first in 
safety efforts through participation, educa-
tion, and transparency. 

The Veterans Health Administration pi-
loted a comprehensive high reliability 
hospital (HRH) model. Over 3 years, the 
Veterans Health Administration focused on 
leadership, culture, and process improve-
ment at a hospital. After initiating the 
model, the pilot hospital improved its safety 
culture, reported more minor safety issues, 
and reduced deaths and complications bet-
ter than other hospitals. The high-reliability 
approach successfully instilled principles 
and improved culture and outcomes. The 
HRH model is set to be expanded to 18 
more US Department of Veterans Affairs 
(VA) sites for further evaluation across di-
verse settings.5

TRUSTWORTHY AI FRAMEWORK
AI systems are growing more powerful and 
widespread, including in health care. Un-
fortunately, irresponsible AI can introduce 
new harm. ChatGPT and other large lan-
guage models, for example, sometimes are 
known to provide erroneous information in 
a compelling way. Clinicians and patients 
who use such programs can act on such in-

formation, which would lead to unforeseen 
negative consequences. Several frameworks 
on ethical AI have come from governmental 
groups.6-9 In 2023, the VA National AI Insti-
tute suggested a Trustworthy AI Framework 
based on core principles tailored for federal 
health care. The framework has 6 key prin-
ciples: purposeful, effective and safe, secure 
and private, fair and equitable, transparent 
and explainable, and accountable and moni-
tored (Table 2).10

First, AI must clearly help veterans while 
minimizing risks. To ensure purpose, the 
VA will assess patient and clinician needs 
and design AI that targets meaningful 
problems to avoid scope creep or feature 
bloat. For example, adding new features 
to the AI software after release can clut-
ter and complicate the interface, making it 
difficult to use. Rigorous testing will con-
firm that AI meets intent prior to deploy-
ment. Second, AI is designed and checked 
for effectiveness, safety, and reliability. The 
VA pledges to monitor AI’s impact to en-
sure it performs as expected without un-
intended consequences. Algorithms will 
be stress tested across representative data-
sets and approval processes will screen for 
safety issues. Third, AI models are secured 
from vulnerabilities and misuse. Technical  

TABLE 1 Patient Safety Adoption Framework3

Domain Subdomain Explanation

Leadership Governance Establishes organizational and system-level structures and networks,  
including decision making, communication, and information flow

Accountability Leaders at every level are accountable for achieving results and acting in 
ways that reflect organizational values

Prioritization Requires stakeholders to collaborate toward a shared patient safety goal by 
evaluating the current state and assessing data

Culture  
and context

— Profoundly affects other domains; strong safety culture promotes  
transparency and reduces adverse events

Process Cocreation Partnering with patients, families, and staff throughout the improvement 
process

High reliability Integrating principles into processes to reduce system failures and respond 
effectively when failures occur

Engagement Engaging stakeholders throughout implementation by building consensus, 
sharing stories, and clear communication

Measurement — Data focused on crucial aspects of care, centered around patient and  
clinician, and incorporate patient-reported outcomes

Person-centered — Individual preferences and values are central to their health care
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controls will prevent unauthorized access 
or changes to AI systems. Audits will check 
for appropriate internal usage per policies. 
Continual patches and upgrades will main-
tain security. Fourth, the VA manages AI 
for fairness, avoiding bias. They will proac-
tively assess datasets and algorithms for po-
tential biases based on protected attributes 
like race, gender, or age. Biased outputs will 
be addressed through techniques such as 
data augmentation, reweighting, and algo-
rithm tweaks. Fifth, transparency explains 
AI’s role in care. Documentation will detail 
an AI system’s data sources, methodology, 
testing, limitations, and integration with 
clinical workflows. Clinicians and patients 
will receive education on interpreting AI 
outputs. Finally, the VA pledges to closely 
monitor AI systems to sustain trust. The VA 
will establish oversight processes to quickly 
identify any declines in reliability or unfair 
impacts on subgroups. AI models will be re-
trained as needed based on incoming data 
patterns.

Each Trustworthy AI Framework prin-
ciple connects to others in existing frame-
works. The purpose principle aligns with 
human-centric AI focused on benefits. Ef-
fectiveness and safety link to technical ro-
bustness and risk management principles. 
Security maps to privacy protection prin-
ciples. Fairness connects to principles of 

avoiding bias and discrimination. Trans-
parency corresponds with accountable 
and explainable AI. Monitoring and ac-
countability tie back to governance prin-
ciples. Overall, the VA framework aims to 
guide ethical AI based on context. It offers 
a model for managing risks and building 
trust in health care AI.

Combining VA principles with high-
reliability safety principles can ensure 
that AI benefits veterans. The leadership 
and culture aspects will drive commit-
ment to trustworthy AI practices. Lead-
ers will communicate the importance of 
responsible AI through words and ac-
tions. Culture surveys can assess base-
line awareness of AI ethics issues to target 
education. AI security and fairness will 
be emphasized as safety critical. The pro-
cess aspect will institute policies and pro-
cedures to uphold AI principles through 
the project lifecycle. For example, struc-
tured testing processes will validate safety. 
Measurement will collect data on princi-
ples like transparency and fairness. Dash-
boards can track metrics like explainability 
and biases. A patient-centered approach 
will incorporate veteran perspectives on AI 
through participatory design and advisory 
councils. They can give input on AI ex-
plainability and potential biases based on 
their diverse backgrounds.

TABLE 2 Trustworthy AI Principles9

Principle Explanation

Purposeful AI provides clear benefits to patients with minimal risks

Effective and safe Systems are created and supervised with the utmost attention to  
accuracy, reliability, and robustness; any possible risks are identified and  
proactively managed to guarantee the safety and well-being of patients

Secure and private AI models are resilient against vulnerabilities and malicious exploitation; patient 
data is maintained in accordance with laws and federal data ethics principles to 
preserve privacy

Fair and equitable It is important to oversee and keep track of AI systems to ensure their algorithms 
are not biased or discriminatory

Transparent and explainable Patients need to be informed about the use of AI systems in health care and the 
data used by those systems; the federal government should provide clear and 
concise information on the workings of AI systems and how they are utilized in 
making health care decisions

Accountable and monitored Designating the accountable parties, proactively monitoring and evaluating inputs 
and outcomes, and addressing concerns with the appropriate parties to ensure 
continued improvement

Abbreviation: AI, artificial intelligence.
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CONCLUSIONS
Joint principles will lead to successful AI 
that improves care while proactively man-
aging risks. Involve leaders to stress the 
necessity of eliminating biases. Build secu-
rity into the AI development process. Co-
design AI transparency features with end 
users. Closely monitor the impact of AI 
across safety, fairness, and other principles. 
Adhering to both Trustworthy AI and high 
reliability organizations principles will 
earn veterans’ confidence. Health care or-
ganizations like the VA can integrate eth-
ical AI safely via established frameworks. 
With responsible design and implementa-
tion, AI’s potential to enhance care quality, 
safety, and access can be realized.
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