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PROGRESS NOTES

Methodolgical Progress Note: Handling Missing Data in Clinical Research

Nanhua Zhang, PhD* on behalf of the Journal of Hospital Medicine Leadership Team

Division of Biostatistics and Epidemiology, Cincinnati Children’s Hospital Medical Center, and the Department of Pediatrics, University of Cincinnati 
College of Medicine, Cincinnati, Ohio.

Research, in the field of Hospital Medicine, often leverag-
es data collected for reasons other than research. For ex-
ample, electronic medical record data or patient satisfac-
tion survey results can be used to answer questions that 

are relevant to the practice of hospital medicine. In these types of 
datasets, data will inevitably be missing. Such missing data can 
compromise our ability to draw definitive conclusions from our re-
search study. This review introduces the concept of missing data, 
describes patterns and mechanisms of missing data, and discuss-
es common approaches for the handling of missing data, includ-
ing sensitivity analyses for determining how robust the results are 
despite assumptions made about the missing data.

CONSEQUENCES OF MISSING DATA
Missing data create a host of problems for researchers. First, 
missing data result in a loss of information and can diminish 
the power of the proposed study. Second, the irregular data 
complicate the analysis because many of the standard soft-
ware procedures used have been developed for fully observed 
or “complete” data (ie, each subject has a value for all mea-
sures of interest). Finally, missing data may introduce bias due 
to the systematic difference between the observed and the un-
observed data. For example, if men are less likely than women 
to complete all questions in a patient satisfaction survey when 
they are not satisfied, then hospital satisfaction analyses that 
rely on completed surveys would tend to provide biased esti-
mates of the satisfaction males have with their care.

MINIMIZING MISSING DATA  
WITH STUDY DESIGN
The ideal approach to mitigating problems caused by missing 
data is to anticipate and incorporate strategies to minimize 
missing data into the study design (ie, when planning data 
collection protocols for prospective studies). This plan should 
provide strategies for minimizing nonresponse and estimating 
the magnitude of anticipated missing data to ensure that the 
study achieves sufficient strength despite the missing data.

Strategies for minimizing nonresponse include (1) informing 
potential study participants, at initial contact, about the impli-

cations of missing data on the ability to answer the research 
question; (2) collecting several phone numbers, addresses, 
preferred method of contact and calling times, as well as an 
alternative contact, in case the primary study contact is unable 
to be reached; (3) specifying the number of call backs, as well 
as the time of contact; and (4) piloting data capture questions 
for phrasing, clarity, and sensitivity, in order to resolve problems 
before initiating the study. One approach that can be used to 
mitigate the impact of missing data in surveys is to contact a 
sample of the initial nonrespondents using a more intensive 
follow-up approach (eg, a nonresponse to a mailed survey is 
followed up by a telephone call in order to conduct the survey 
again over the phone), and this is referred to as “nonresponse 
two-phase sampling.” The additional data, captured in the 
second phase, not only reduces the nonresponse rate but can 
also provide important information on the missing data mecha-
nism.1,2 In longitudinal studies with dropouts, one can measure 
participants’ intent to drop out in order to evaluate how much 
the probability of dropping out depends on missing respons-
es.3 One may also choose to determine the power and implica-
tions of sample size under different missing data assumptions.4

UNDERSTANDING THE REASONS  
FOR MISSING DATA
Different data sources are likely to have unique reasons for 
missing values due to the workflows involved in how the data 
are collected. In research involving the use of data from elec-
tronic medical records, missing data on specific diagnoses 
involving patients who are regularly engaged in care are of-
ten considered to be “not present” or “normal,” since clinical 
documentation workflows are largely governed by the concept 
of “documentation by exception” in which diagnoses are doc-
umented only when there is an exception to the expectation 
that these are not present. For example, “diabetes mellitus” is 
commonly documented, but “diabetes mellitus not present” 
is rarely documented in electronic medical records which are 
used for clinical care. Thus, lack of explicit documentation is 
likely to indicate that diabetes mellitus is, in fact, not present.

Certain variables may be missing simply because there is no 
quantifiable value—ie, the data do not exist. Structural miss-
ingness refers to a value that does not exist for a logical reason 
(eg, “What is the gender of your first child?” for those who 
do not have a child). Censoring, which occurs during “time to 
event” analysis, refers to a situation where information about a 
subject stops before the event of interest happens, for exam-
ple, when a subject in a study involving a 30-day outcome dies 
at day 14. The term “limit of detection” refers to the lowest or 
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highest level at which two distinct values can reasonably be 
distinguished (eg, the lower limit of detection of a C-reactive 
protein assay may be 1 mg/dL, so lower values might simply be 
reported by the lab as <1 mg/dL).5 These types of missing data 
require specific methods that are not discussed in this review.

These examples illustrate that approaches to dealing with 
missing data vary depending on what data sources are used 
and how data are collected. Understanding the reasons miss-
ing data are present is a necessary step in formulating a robust 
analytic approach to handling missing data.

MISSING DATA PATTERNS AND MECHANISMS
Missing Data Patterns
Evaluating missing data patterns provides information on the de-
gree and complexity of the missing data problem and can aid in 
choosing an appropriate missing data handling method. This is 
because some analytic methods work well for a general pattern 
(nonmonotone) and other methods work for special patterns (eg, 
monotone, file matching). In longitudinal studies, missing data 
is commonly missing in a monotone pattern, where once one 
variable is missing then all subsequent variables are also missing 
for a particular subject. This occurs when a study participant is 
lost to follow-up. For example, a monotone missing data pattern 
may occur in a study that requires a series of follow-up visits for 
laboratory blood tests. If a patient drops out, it results in a mono-
tone missing data pattern, as no data on blood test results are 
available once the patient drops out. If the patient just skips an 
intermediate visit but returns for the final blood test, this would 
show a nonmonotone missing data pattern. A file-matching pat-
tern occurs when variables are never observed together. This 
pattern can occur when data from several studies are merged 
and some variables are not collected in all studies. For example, 
three studies are merged and all three collect blood pressure, 
but only one study collects age and only one study collects sex.

Missing Data Mechanisms
The missing data mechanism relates to the underlying reasons 
for missing values and the relationships between variables with 
and without missing data. In general, missing data can be ei-
ther random or nonrandom with distinctions in randomness 
made by three types: (1) data missing completely at random 
(MCAR); (2) data missing at random (MAR); and (3) data miss-
ing not at random (MNAR).6 As with the missing data pattern, 
understanding the missing data mechanism can aid in select-
ing an appropriate approach to handling the missing data.

Data are MCAR if the missingness does not depend on any 
study variables, meaning that all subjects are equally likely to be 
missing certain data elements. When the data are MCAR, those 
with missing values can be viewed as a simple random sample 
from the complete (but never actually observed) data and can 
be dropped from analysis without causing bias in the results. 
If the values of some diagnostic tests were missing for some 
patients due to equipment malfunction or electricity outage, 
for example, then the missingness may be considered MCAR.

Data are MAR if the missingness depends on the observed 
characteristics but not the unobserved characteristics, mean-
ing that the relationships observed in the data can be used to 
predict the occurrence of missing values. Because the “ran-
domness” of MAR is conditional on observed characteristics, 
which distinguishes it from the “completely at random” type 
of MCAR, dropping or omitting those cases with missing val-
ues from the analysis may lead to biased results.7 In a study of 
quality of life (QOL) for patients with mild to moderate trau-
matic brain injury, if health-related QOL questions were not 
answered by some patients with high pain levels (even though 
the pain levels were recorded), the missingness of QOL may 
be considered as MAR. This is due to the fact that within sub-
jects grouped by the observed characteristic of pain (that is, 
conditional on similar levels of pain) the missingness of QOL 

TABLE. Missing Data Mechanisms and Recommended Methods

Missing Data 
Mechanism Example

Results of Complete-Case 
Analysis

Need for Modeling of 
Missing Data Mechanisma Available Methods

Missing completely at 
random

Measurements were not taken due to 
equipment malfunction or electricity 
outage

Not biased No Complete-case analysis (“completers”)b

Available-data analysis (allow for unequal amount of 
repeated measurements)

GEE

Multiple imputation or weighting (retains statistical power)

Missing at random Health-related QOL questionnaires were 
not taken for some patients because of 
high pain level and disease severity, both 
of which were recorded

Biased No FIML estimation (if underlying assumptionsc hold)

Multiple imputation

WGEE

Missing not at random A survey of household income in the City 
of Cincinnati had a large proportion of 
missing incomes from the low-income 
families

Biased Yes Pattern-mixture models

Tipping-point analysis

aWhen missing data mechanisms do not require modeling of the missing data mechanism, they are considered “ignorable.”
bComplete-case analysis is unbiased but less efficient than methods that utilize additional information from incomplete cases.
cA relevant underlying assumption of ML is that the statistical model is correctly specified.

Abbreviations: FIML, full information maximum likelihood; GEE, generalized estimating equations; ML, maximum likelihood; QOL, quality of life; WGEE, weighted generalized estimating 
equations.
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is the result of chance and does not depend on the values 
(observed or unobserved) of QOL. It follows then, that once 
grouped into a high (or low) pain stratum, if QOL is considered 
MAR, then, whether or not it is observed, is random.

Data are considered MNAR if their missingness depends on 
characteristics that are not observed and cannot be fully ex-
plained by the observed characteristics. Systematic differenc-
es between missing and nonmissing data exist for data that is 
MNAR. For example, if a survey of household income had an 
increased probability of missing incomes from the low-income 
families then the data would be considered as MNAR.

Randomness in the missing data mechanism may be ig-
nored without affecting the inference in some circumstances.8 
Both MCAR and MAR can be considered as “ignorable” in the 
sense that a proper method (eg, multiple imputation) may re-
cover the missing information without modeling (ie, account-
ing for) the random process of the missing data mechanism 
(Table).9 In contrast, the MNAR mechanism requires a method 
that takes into account the missing data mechanism in order 
to make inferences about the complete (and partially unob-
served) data; or in other words, a model for the missing data 
mechanism cannot be ignored. It is for this reason that the 
MNAR mechanism is often called “nonignorable”. Nonignor-
able missing data present a challenge to researchers because 
the mechanism underlying the missingness must be included 
in the analysis. Yet researchers rarely know what the missing-
ness mechanism is, and the data needed to validate any pu-
tative mechanism is, in fact, missing. In cases when more than 
one variable is subject to missingness, researchers need to as-
sess the missingness mechanism for each variable and tailor 
their approach to the specific missing data problems.9

ANALYTIC APPROACHES
There is no universally accepted standard to guide when statis-
tical methods should be applied to account for missing data. 
The amount of missing data alone cannot fully assess the miss-
ing data problem; missing data patterns and mechanisms can 
have greater impact on research results than the proportion 
of missing data alone. A good statistical method for handling 
missing data should provide an unbiased estimate of the 
quantity that the investigators intend to estimate; make use of 
the partial information in the incomplete cases to improve effi-
ciency (and in most cases also to reduce bias); and provide val-
id estimates of the standard errors, confidence intervals, and 
P values for statistical tests. There are generally four broadly 
defined classes of methods for handling missing data in clinical 
research: (1) the complete-case analysis, (2) single imputation 
methods, (3) the weighted estimating-equation approach, and 
(4) the model-based approach including maximum likelihood 
(ML) and multiple imputation (Table).10

Since missing data mechanisms cannot be conclusively ver-
ified, it is good practice to conduct some sensitivity analyses 
to test the robustness of the primary results. For this purpose, 
pattern-mixture models provide a flexible framework for im-
plementing sensitivity analyses to missing data assumptions 
and can be used to evaluate the possibility of the data be-

ing MNAR. In this framework, the missing data distribution is 
modeled and then incorporated into the outcome model of in-
terest. Tipping-point analysis is a sensitivity analysis where the 
missing data is replaced with a range of values to determine 
how much the values must change for the results of the study 
to tip from significant to not significant. If the same general 
conclusions remain valid over a range of assumptions about 
the missing data values, then one can have greater confidence 
in the study conclusions.

SUMMARY AND RECOMMENDATIONS
In dealing with missing data from clinical research, clinicians 
and statisticians need to work together to minimize missing-
ness at the data collection stage, document the reasons for 
missingness, use substantive knowledge, if possible, to assess 
the missing data mechanism, perform primary analysis based 
on a defensible missing data mechanism, and conduct a sen-
sitivity analysis to assess whether the primary result is robust 
despite departure from the assumed missing data mechanism.
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