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PERSPECTIVES IN HOSPITAL MEDICINE

FDA Regulation of Predictive Clinical Decision-Support Tools:  
What Does It Mean for Hospitals?
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Recent experiences in the transportation industry high-
light the importance of getting right the regulation of 
decision-support systems in high-stakes environments. 
Two tragic plane crashes resulted in 346 deaths and 

were deemed, in part, to be related to a cockpit alert system 
that overwhelmed pilots with multiple notifications.1 Similarly, 
a driverless car struck and killed a pedestrian in the street, in 
part because the car was not programmed to look for humans 
outside of a crosswalk.2 These two bellwether events offer poi-
gnant lessons for healthcare, an industry in which human lives 
also depend on decision-support systems.

Clinical decision-support (CDS) systems are computerized 
applications, often embedded in an electronic health record 
(EHR), that provide information to clinicians to inform care. 
Although CDS systems have been used for many years,3 they 
have never been subjected to any enforcement of formal 
testing requirements. However, a draft guidance document 
released in 2019 from the US Food and Drug Administration 
(FDA) outlined new directions for the regulation of CDS sys-
tems.4 Although the FDA has thus far focused regulatory efforts 
on predictive systems developed by private manufacturers,5,6 
this new document provides examples of software that would 
require regulation for CDS systems that hospitals are already 
using. Thus, this new guidance raises critical questions—will 
hospitals themselves be evaluated like private manufacturers, 
be exempted from federal regulation, or require their own spe-
cialized regulation? The FDA has not yet clarified its approach 
to hospitals or hospital-developed CDS systems, which leaves 
open numerous possibilities in a rapidly evolving regulatory 
environment.

Although the FDA has officially regulated CDS systems un-
der section 201(h) of the Federal Food, Drug, and Cosmetic 
Act (1938), only recently has the FDA begun to sketch the 
shape of its regulatory efforts. This trend to actually regulate 
CDS systems began with the 21st Century Cures Act (2016) 
that amended the definition of software systems that qualify 
as medical devices and outlined criteria under which a system 
may be exempt from FDA oversight. For example, regulation 
would not apply to systems that support “population health” 

or a “healthy lifestyle” or to ones that qualify as “electronic 
patient records” as long as they do not “interpret or analyze” 
data within them.7 Following the rapid proliferation of many 
machine learning and other predictive technologies with med-
ical applications, the FDA began the voluntary Digital Health 
Software Precertification (Pre-Cert) Program in 2017. Through 
this program, the FDA selected nine companies from more 
than 100 applicants and certified them across five domains of 
excellence. Notably, the Pre-Cert Program currently allows for 
certification of software manufacturers themselves and does 
not approve or test actual software devices directly. This reg-
ulatory pathway will eventually allow manufacturers to apply 
under a modified premarket review process for individual soft-
ware as a medical device (SaMD) that use artificial intelligence 
(AI) and machine learning. In the meantime, however, many 
hospitals have developed and deployed their own predictive 
CDS systems that cross the boundaries into the FDA’s purview 
and, indeed, do “interpret or analyze” data for real-time EHR 
alerts, population health management, and other applications.

Regulatory oversight for hospitals could provide quality or 
safety standards where currently there are none. However, 
such regulations could also interfere with existing local care 
practices, hinder rapid development of new CDS systems, and 
may be perceived as interfering in hospital operations. With 
the current enthusiasm for AI-based technologies and the 
concurrent lack of evidence to suggest their effectiveness in 
practice, regulation could also prompt necessary scrutiny of 
potential harms of CDS systems, an area with even less evi-
dence. At the same time, CDS developers—private or hospital 
based—may be able to avoid regulation for some devices with 
well-placed disclaimers about the intended use of the CDS, 
one of the FDA criteria for determining the degree of over-
sight. If the FDA were to regulate hospitals or hospital-devel-
oped CDS systems, there are several unanswered questions to 
consider so that such regulations have their intended impact.

First, does the FDA intend to regulate hospitals and  
hospital-developed software at all? The framework for deter-
mining whether a CDS system will be regulated depends on 
the severity of the clinical scenario, the ability to independent-
ly evaluate the model output, and the intended user (Table). 
Notably, many types of CDS systems that would require reg-
ulation under this framework are already commonplace. For 
example, the FDA intends to regulate software that “identifies 
patients who may exhibit signs of opioid addiction,” a scenario 
similar to prediction models already developed at academic 
hospitals.8 The FDA also plans to regulate a software device 
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even if it is not a CDS system if it is “intended to generate 
an alarm or an alert to notify a caregiver of a life-threatening 
condition, such as stroke, and the caregiver relies primarily on 
this alarm or alert to make a treatment decision.” Although 
there are no published reports of stroke-specific early warning 
systems in use, analogous nonspecific and sepsis-specific early 
warning systems to prompt urgent clinical care have been de-
ployed by hospitals directly9 and developed for embedding in 
commercial EHRs.10 Hospitals need clarification on the FDA’s 
regulatory intentions for such CDS systems. FDA regulation 
of hospitals and hospital-developed CDS systems would fill a 
critical oversight need and potentially strengthen processes to 
improve safety and effectiveness. But burdensome regulations 
may also restrain hospitals from tackling complex problems in 
medicine for which they are uniquely suited.

Such a regulatory environment may be especially prohibi-
tive for safety-net hospitals that could find themselves at a 
disadvantage in developing their own CDS systems relative 
to large academic medical centers that are typically endowed 
with greater resources. Additionally, CDS systems developed 
at academic medical centers may not generalize well to pop-
ulations in the community setting, which could further deepen 
disparities in access to cutting-edge technologies. For exam-
ple, racial bias in treatment and referral patterns could bias 
training labels for CDS systems focused on population health 
management.11 Similarly, the composition of patient skin color 
in one population may distort predictions of a model in an-
other with a different distribution of skin color, even when the 
primary outcome of a prediction model is gender.12 Additional 
regulatory steps may apply for models that are adapted to new 
populations or recalibrated across locations and time.13 Until 
there are more data on the clinical impact of such CDS sys-
tems, it is unknown how potential differences in evaluation and 
approval would actually affect clinical outcomes.

Second, would hospitals be eligible for the Pre-Cert pro-
gram, and if so, would they be held to the same standards 
as a private technology manufacturer? The domains of excel-
lence required for precertification approval such as “patient 

safety,” “clinical responsibility,” and “proactive culture” are 
aligned with the efforts of hospitals that are already overseen 
and accredited by organizations like the Joint Commission on 
Accreditation of Healthcare Organizations and the American 
Nurses Credentialing Center. There is limited motivation for 
the FDA to be in the business of regulating these aspects of 
hospital functions. However, while domains like “product qual-
ity” and “cybersecurity” may be less familiar to some hospitals, 
these existing credentialing bodies may be better suited than 
the FDA to set and enforce standards for hospitals. In contrast, 
private manufacturers may have deep expertise in these latter 
domains. Therefore, as with public-private partnerships for the 
development of predictive radiology applications,14 synergies 
between hospitals and manufacturers may also prove useful 
for obtaining approvals in a competitive marketplace. Simulta-
neously, such collaborations would continue to raise questions 
about conflicts of interest and data privacy.

Finally, regardless of how the FDA will regulate hospitals, 
what will become of predictive CDS systems that fall outside 
of the FDA’s scope? Hospitals will continue to find themselves 
in the position of self-regulation without clear guidance. Al-
though the FDA suggests that developers of unregulated CDS 
systems still follow best practices for software validation and 
cybersecurity, existing guidance documents in these domains 
do not cover the full range of concerns relevant to the develop-
ment, deployment, and oversight of AI-based CDS systems in 
the clinical domain. Nor do most hospitals have the infrastruc-
ture or expertise to oversee their own CDS systems. Disparate 
recommendations for development, training, and oversight of 
AI-based medical systems have emerged but have yet to be 
endorsed by a federal regulatory body or become part of the 
hospital accreditation process.15 Optimal local oversight would 
require a collaboration between clinical experts, hospital oper-
ations leaders, statisticians, data scientists, and ethics experts 
to ensure effectiveness, safety, and fairness.

Hospitals will remain at the forefront of developing and im-
plementing predictive CDS systems. The proposed FDA regula-
tory framework would mark an important step toward realizing 

TABLE. FDA Framework for Determining Device Status and Regulatory Focus for CDS Systems*

Severity of clinical state Possible to independently review CDS recommendations?

Intended user

Clinician Patient or caregiver

Critical Yes

No

Not a device, so no oversight

A device subject to oversight

A device subject to oversight

A device subject to oversight

Serious Yes

No

Not a device, so no oversight

A device subject to oversight

A device subject to oversight

A device subject to oversight

Nonserious Yes

No

Not a device, so no oversight

Qualifies as a device, but no plans for oversight

Qualifies as a device, but no plans for oversight

A device subject to oversight

*Adapted from Table 3 of the FDA draft guidance “Clinical Decision Support Software: Draft Guidance for Industry and Food and Drug Administration Staff.”4 The FDA intends to determine its 
oversight efforts for CDS systems based on the clinical severity of the situation in which the CDS system will be used, whether the end user can independently review the recommendations of 
the CDS, and whether the intended user is a clinician or a patient/caregiver. This framework applies only to CDS systems that are intended to “inform” clinical management rather than “drive” 
management or to “treat or diagnose.” These two latter categories are considered devices and would be subject to FDA oversight.

Abbreviations: CDS, clinical decision support; FDA, Food and Drug Administration.
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benefit from such systems, but the FDA needs to clarify the re-
quirements for hospitals and hospital-developed CDS systems 
to ensure reasonable standards that account for their differences 
from private software manufacturers. Should the FDA choose to 
focus regulation on private manufacturers only, hospitals leaders 
may both feel more empowered to develop their own local CDS 
tools and feel more comfortable buying CDS systems from ven-
dors that have been precertified. This strategy would provide an 
optimal balance of assurance and flexibility while maintaining 
quality standards that ultimately improve patient care.
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