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Machine-learning is a type of artificial intelligence 
in which systems automatically learn and im-
prove from experience without being explicitly 
programmed. Classification and Regression Tree 

(CART) analysis is a machine-learning algorithm that was 
developed to visually classify or segment populations into 
subgroups with similar characteristics and outcomes. CART 
analysis is a decision tree methodology that was initially de-
veloped in the 1960s for use in product marketing.1 Since 
then, a number of health disciplines have used it to isolate 
patient subgroups from larger populations to guide clinical 
decision-making by better identifying those most likely to 
benefit.2 The clinical utility of CART mirrors how most clini-
cians think, which is not in terms of coefficients (ie, regression 
output) but rather in terms of categories or classifications  
(eg, low vs high risk). 

In this issue of the Journal of Hospital Medicine, Young and 
colleagues use classification trees to predict discharge place-
ment (postacute care facility vs home) based on a patient’s 
hospital admission characteristics and mobility score. The 
resulting decision tree indicates that patients with the lowest 
mobility scores, as well as those 65 years and older, were most 
likely to be discharged to postacute care facilities.3 In this re-
view, we orient the reader to the basics of CART analysis, dis-
cuss important intricacies, and weigh its pros, cons, and appli-
cation as a statistical tool. 

WHAT IS CART ANALYSIS?
CART is a nonparametric (ie, makes no assumptions about 
data distribution) statistical tool that identifies subgroups with-
in a population whose members share common characteristics 
as defined by the independent variables included in the mod-
el. CART analysis is unique in that it yields a visual output of the 
data in the form of a multisegmented structure that resembles 
the branches of a tree (Figure). CART analysis consists of four 
basic steps: (1) tree-building (including splitting criteria and es-
timation of classification error), (2) stopping the tree-building 
process, (3) tree “pruning,” and (4) tree selection. 

In general, CART analysis begins with a single “node” or 
group, which contains the entire sample population. This is 
referred to as the “parent node.” The CART procedure simul-
taneously examines all available independent variables and 
selects one that results in two groups that are the most dis-
tinct with respect to the outcome variable of interest. In Young 
et al’s example, posthospital discharge placement is the out-
come.3 This parent node then branches into two “child nodes” 
according to the independent variable that was selected. 
Within each of these child nodes, the tree-growing method-
ology recursively assesses each of the remaining independent 
variables to determine which will result in the best split accord-
ing to the chosen splitting criterion.2 Each subsequent child 
node will become a parent node to the two groups in which it 
splits. This process is repeated on the data in each subsequent 
child node and is stopped once a predefined stopping point 
is reached. Notably, while division into two groups is the most 
common application of CART modeling, there are models that 
can split data into more than two child nodes.

Since CART outcomes can be heavily dependent on the data 
being used (eg, electronic health records or administrative data), 
it is important to attempt to confirm results in a similar, but differ-
ent, study cohort. Because obtaining separate data sources with 
similar cohorts can be difficult, many investigators using CART 
will utilize a “split sample approach” in which study data are split 
into separate training and validation sets.4 In the training set, 
which frequently comprises two-thirds of the available data, the 
algorithm is tested in exploratory analysis. Once the algorithm is 
defined and agreed upon, it is retested within a validation set, 
constructed from the remaining one-third of data. This approach, 
which Young et al utilize,3 allows for improved confidence and re-
duced risk of bias in the findings and allows for some degree of 
external validation. Further, the split sample approach supports 
more reliable measures of predictive accuracy: in Young et al’s 
case, the proportion of correctly classified patients discharged to 
a postacute care facility (sensitivity: 58%, 95% CI, 49%-68%) and 
the proportion of correctly classified patients discharged home 
(specificity: 84%, 95% CI, 78%-90%). Despite these advantages, 
the split sample approach is not universally used.

Classification Versus Regression Trees
While commonly grouped together, CARTs can be distin-
guished from one another based on the dependent, or out-
come, variable. Categorical outcome variables require the 
use of a classification tree, while continuous outcomes utilize 
regression trees. Of note, the independent, or predictor, vari-
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ables can be any combination of categorical or continuous 
variables. However, splitting at each node creates categorical 
output when using CART algorithms.

Splitting Criteria
The splitting of each node is based on reducing the degree 
of “impurity” (heterogeneity with respect to the outcome 
variable) within each node. For example, a node that has no 
impurity will have a zero error rate labeling its binary out-
comes. While CART works well with categorical variables, 
continuous variables (eg, age) can also be assessed, though 
only with certain algorithms. Several different splitting crite-
ria exist, each of which attempts to maximize the differences 
within each child node. While beyond the scope of this re-
view, examples of popular splitting criteria are Gini, entropy, 
and minimum error.5 

Stopping Rules
To manage the size of a tree, CART analysis allows for pre-
defined stopping rules to minimize the extent of growth while 
also establishing a minimal degree of statistical difference 
between nodes that is considered meaningful. To accomplish 
this task, two stopping rules are often used. The first defines 
the minimum number of observations in child, or “terminal,” 
nodes. The second defines the maximum number of levels a 
tree may grow, thus allowing the investigator to decide the 
total number of predictor variables that can define a terminal 
node. While several other stopping rules exist, these are the 
most commonly utilized. 

Pruning
To avoid missing important associations due to premature 
stoppage, investigators may use another mechanism to lim-
it tree growth called “pruning.” For pruning, the first step is 
to grow a considerably large tree that includes many levels or 
nodes, possibly to the point where there are just a few obser-
vations per terminal node. Then, similar to the residual sum of 
squares in a regression, the investigator can calculate a mis-
classification cost (ie, goodness of fit) and select the tree with 
the smallest cost.2 Of note, stopping rules and pruning can be 
used simultaneously. 

Classification Error
Similar to other forms of statistical inference it remains im-
portant to understand the uncertainty within the inference. In 
regression modeling, for example, classification errors can be 
calculated using standard errors of the parameter estimates. 
In CART analysis, because random samples from a popula-
tion may produce different trees, measures of variability can 
be more complicated. One strategy is to generate a tree from 
a test sample and then use the remaining data to calculate 
a measure of the misclassification cost (a measure of how 
much additional accuracy a split must add to the entire tree 
to warrant the additional complexity). Alternatively, a “k-fold 
cross-validation” can be performed in which the data is bro-
ken down into k subsets from which a tree is created using all 
data except for one of the subsets. The computed tree is then 
applied to the remaining subset to determine a misclassifica-
tion cost. These classification costs are important as they also 

FIG. Example of Classification and Regression Tree Output.2

Lemon SC, Roy J. Classification and regression tree analysis in public health: Methodological review and comparison with logistic regression. Ann Behav Med. 
2003;26(3):172-181; by permission of Oxford University Press.
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impact the stopping and pruning processes. Ultimately, a final 
tree, which best limits classification errors, is selected. 

WHEN WOULD YOU USE CART ANALYSIS?
This method can be useful in multiple settings in which an in-
vestigator wants to characterize a subpopulation from a larger 
cohort. Adaptation of this could include, but is not limited to, 
risk stratification,6 diagnostics,7 and patient identification for 
medical interventions.8 Moreover, CART analysis has the add-
ed benefit of creating visually interpretable predictive models 
that can be utilized for front-line clinical decision-making.9,10

STRENGTHS OF CART ANALYSIS
CART analysis has been shown to have several advantages 
over other commonly used modeling methods. First, it is a 
nonparametric model that can handle highly skewed data and 
does not require that the predictor, or predictors, takes on a 
predetermined form (allowing them to be constructed from 
the data). This is helpful as many clinical variables can have 
wide degrees of variance. 

Unlike other modeling techniques, CART can identify high-
er-order interactions between multiple variables, meaning it 
can handle interactions that occur whenever one variable af-
fects the nature of an interaction between two other variables. 
Further, CART can handle multiple correlated independent 
variables, something logistic regression models classically can-
not do. 

From a clinical standpoint, the “logic” of the visual-based 
CART output can be easier to interpret than the probabilis-
tic output (eg, odds ratio) associated with logistic regression 
modeling, making it more practical, applicable, and easier for 
clinicians to adopt.10,11 Finally, CART software is easy to use for 
those who do not have strong statistical backgrounds, and it is 
less resource intensive than other statistical methods.2

LIMITATIONS OF CART ANALYSIS
Despite these features, CART does have several disadvantag-
es. First, due to the ease with which CART analysis can be per-
formed, “data dredging” can be a significant concern. Its ideal 
use is with a priori consideration of independent variables.2 
Second, while CART is most beneficial in describing links and 
cutoffs between variables, it may not be useful for hypothesis 
testing.2 Third, large data sets are needed to perform CART, 
especially if the investigator is using the split sample approach 
mentioned above.12 Finally, while CART is the most utilized 
decision tree methodology, several other types of decision 
tree methods exist: C4.5, CRUISE, Quick, Unbiased, Efficient 
Statistical Trees, Chi-square-Automatic-Interaction-Detection, 
and others. Many of these allow for splitting into more than 
two groups and have other features that may be more advan-
tageous to one’s analysis.13 

WHY DID THE AUTHORS USE CART?
Decision trees offer simple, interpretable results of multiple 
factors that can be easily applied to clinical scenarios. In this 
case, the authors specifically used classification tree analysis 
to take advantage of CART’s machine-learning ability to con-
sider higher-order interactions to build their model—as they 
lacked a priori evidence to help guide them in traditional (ie, 
logistic regression) model construction. Furthermore, CART 
analysis created an output that logically and visually illustrates 
which combination of characteristics is most associated with 
discharge placement and can potentially be utilized to help 
facilitate discharge planning in future hospitalized patients. To 
sum up, this machine-learning methodology allowed the in-
vestigators to determine which variables taken together were 
the most suitable in predicting their outcome of interest and 
present these findings in a manner that busy clinicians can in-
terpret and apply. 
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