
PERSPECTIVES IN HOSPITAL MEDICINE

Incorporating Metacognition Into Morbidity and Mortality Rounds:
The Next Frontier in Quality Improvement

David Katz, MD, MSc1, Allan S. Detsky, MD, PhD2,3*

1Department of Medicine, University of Toronto, Toronto, Ontario, Canada; 2Institute of Health Policy, Management and Evaluation, and Department
of Medicine, University of Toronto, Toronto, Ontario, Canada; 3Department of Medicine, Mount Sinai Hospital and University Health Network,
Toronto, Ontario, Canada.

This Perspective proposes the introduction of metacogni-
tion (thinking about thinking) into the existing format of
hospital-based morbidity and mortality rounds. It is placed
in the context of historical movements to advance quality
improvement by expanding the spectrum of the causes of
medical error from systems-based issues to flawed human
decision-making capabilities. We suggest that the current
approach that focuses on systems-based issues can be
improved by exploiting the opportunities to educate physi-

cians about predictable errors committed by reliance on

cognitive heuristics. In addition, because the field of educat-

ing clinicians about cognitive heuristics has shown mixed

results, this proposal represents fertile ground for further

research. Educating clinicians about cognitive heuristics

may improve metacognition and perhaps be the next fron-

tier in quality improvement. Journal of Hospital Medicine

2016;11:120–122. VC 2015 Society of Hospital Medicine

A 71-year-old man with widely metastatic non–small
cell lung cancer presented to an emergency department
of a teaching hospital at 7 PM with a chief complaint of
severe chest pain relieved by sitting upright and leaning
forward. A senior cardiologist, with expertise in echo-
cardiography, assessed the patient and performed a
bedside echocardiogram. He found a large pericardial
effusion but concluded there was no cardiac tampon-
ade. Given the patient’s other medical problems, he
referred him to internal medicine for admission to their
service. The attending internist agreed to admit the
patient, suggesting close cardiac monitoring and reeval-
uation with a formal echocardiogram in the morning.
At 9 AM, the team and the cardiologist were urgently
summoned to the echo lab by the technician who now
diagnosed tamponade. After looking at the images, the
cardiologist disagreed with the technician’s interpreta-
tion and declared that there was no sign of tamponade.

After leaving the echo lab, the attending internist led
a team discussion on the phenomenon of and reasons
for interobserver variation. The residents initially
focused on the difference in expertise between the cardi-
ologist and technician. The attending, who felt this was
unlikely because the technician was very experienced,

introduced the possibility of a cognitive misstep. Hav-
ing staked out an opinion on the lack of tamponade the
night before and acting on that interpretation by declin-
ing admission to his service, the cardiologist was sus-
ceptible to anchoring bias, where adjustments to a
preliminary diagnosis are insufficient because of the
influence of the initial interpretation.1 The following
day, the cardiologist performed a pericardiocentesis
and reported that the fluid came out under pressure. In
the face of this definitive information, he concluded
that his prior assessment was incorrect and that tam-
ponade had been present from the start.

The origins of medical error reduction lie in the prac-
tice of using autopsies to determine the cause of death
spearheaded by Karl Rokitansky at the Vienna Medical
School in the 1800s.2 Ernest Amory Codman expanded
the effort through the linkage of treatment decisions to
subsequent outcomes by following patients after hospi-
tal discharge.3 The advent of modern imaging techni-
ques coupled with interventional methods of obtaining
pathological specimens has dramatically improved
diagnostic accuracy over the past 40 years. As a result,
the practice of using autopsies to improve clinical
acumen and reduce diagnostic error has virtually disap-
peared, while the focus on medical error has actually
increased. The forum for reducing error shifted to
morbidity and mortality rounds (MMRs), which have
been relabeled quality-improvement rounds in many
hospitals.

In these regularly scheduled meetings, interprofessional
clinicians discuss errors and adverse outcomes. Because
deaths are rarely unexpected and often occur outside of
the acute care setting, the focus is usually on errors in the
execution of complex clinical plans that combine the
wide array of modern laboratory, imaging, pharmaceuti-
cal, interventional, surgical, and pathological tools avail-
able to clinicians today. In the era of patient safety and
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quality improvement, errors are mostly blamed on
systems-based issues that lead to hospital complications,
despite evidence that cognitive factors play a large role.4

Systems-based analysis was popularized by the landmark
report of the Institute of Medicine.5 In our local institu-
tions (the University of Toronto teaching hospitals),
improving diagnostic accuracy is almost never on the
agenda. We suspect the same is true elsewhere. Common
themes include mistakes in medication administration
and dosing, communication, and physician handover.
The “Swiss cheese model”6 is often invoked to diffuse
blame across a number of individuals, processes, and
even machines. However, as Wachter and Pronovost
point out, reengineering of systems has limited capacity
for solving all safety and quality improvement issues
when people are involved; human error can still sabotage
the effort.7

Discussions centered on a physician’s raw thinking
ability have become a “third rail,” even though clinical
reasoning lies at the core of patient safety. Human error
is rarely discussed, in part because it is mistakenly
believed to be uncommon and felt to be the result of
deficits in knowledge or incompetence. Furthermore,
the fear of assigning blame to individuals in front of
their peers may be counterproductive, discouraging
identification of future errors. However, the fields of
cognitive psychology and medical decision making have
clearly established that cognitive errors occur predict-
ably and often, especially at times of high cognitive
load (eg, when many high stakes complex decisions
need to be made in a short period of time). Errors do
not usually result from a lack of knowledge (although
they can), but rather because people rely on instincts
that include common biases called heuristics.8 Most of
the time, heuristics are a helpful and necessary evolu-
tionary adaptation of the human thought process, but
by their inherent nature, they can lead to predictable
and repeatable errors. Because the effects of cognitive
biases are inherent to all decision makers, using this
framework for discussing individual error may be a
method of decreasing the “second victim effect”9 and
avoid demoralizing the individual.

MMRs thus represent fertile ground for introducing
cognitive psychology into medical education and quality
improvement. The existing format is useful for teaching
cognitive psychology because it is an open forum where
discussions center on errors of omission and commission,
many of which are a result of both systems issues and
decision making heuristics. Several studies have attempted
to describe methods for improving MMRs10–12; however,
none have incorporated concepts from cognitive psychol-
ogy. This type of analysis has penetrated several cases in
the WebM&M series created by the Agency of Healthcare
Quality Research, which can be used as a model for
hospital-based MMRs.13 For the vignette described
above, a MMR that considers systems-based approaches
might discuss how a busy emergency room, limitations of
capacity on the cardiology service, and closure of the echo

lab at night, played a role in this story. However, although
it is difficult to replay another person’s mental processing,
ignoring the possibility that the cardiologist in this case
may have fallen prey to a common cognitive error would
be a missed opportunity to learn how frequently heuristics
can be faulty. A cognitive approach applied to this exam-
ple would explore explanations such as anchoring, ego,
and hassle biases. Front-line clinicians in busy hospital
settings will recognize the interaction between workload
pressures and cognitive mistakes common to examples
like this one.

Cognitive heuristics should first be introduced to
MMRs by experienced clinicians, well respected for their
clinical acumen, by telling specific personal stories where
heuristics led to errors in their practices and why the
shortcut in thinking occurred. Thereafter, the traditional
MMR format can be used: presenting a case, describing
how an experienced clinician might manage the case,
and then asking the audience members for comment.
Incorporating discussions of cognitive missteps, in medi-
cal and nonmedical contexts, would help normalize the
understanding that even the most experienced and smart-
est people fall prey to them. The tone must be positive.

Attendees could be encouraged to review their own
thought processes through diagnostic verification for
cases where their initial diagnosis was incorrect. This
would involve assessment for adequacy, ensuring that
potential diagnoses account for all abnormal and nor-
mal clinical findings, and coherency, ensuring that the
diagnoses are pathophysiologically consistent with all
clinical findings. Another strategy may be to illustrate
cognitive forcing strategies for particular biases.14 For
example, in the case of anchoring bias, trainees may be
encouraged to replay the clinical scenario with a differ-
ent priming stem and evaluate if they would come to
the same clinical conclusion. A challenge for all MMRs
is how best to select cases; given the difficulties in
replaying one’s cognitive processes, this problem may
be magnified. Potential selection methods could utilize
anonymous reporting systems or patient complaints;
however, the optimal strategy is yet to be determined.

Graber et al. have summarized the limited research
on attempts to improve cognitive processes through
educational interventions and illustrate its mixed
results.15 The most positive study was a randomized
control trial using combined pattern recognition and
deliberative reasoning to improve diagnostic accuracy
in the face of biasing information.16 Despite positive
results, others have suggested that cognitive biases are
impossible to teach due to their subconscious nature.17

They argue that training physicians to avoid heuristics
will simply lead to over investigation. These polarizing
views highlight the need for research to evaluate inter-
ventions like the “cognitive autopsy” suggested here.

Trainees recognize early that their knowledge base is
limited. However, it takes more internal analysis to realize
that their brains’ decision-making capacity is similarly lim-
ited. Utilizing these regularly scheduled clinical meetings
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in the manner described above may build improved meta-
cognition, “cognition about cognition” or more collo-
quially “thinking about thinking.” Clinicians understand
that bias can easily occur in research and accept mecha-
nisms to protect studies from those potential threats to
validity such as double blinding of outcome assessments.
Supplementing MMRs with cognitive discussions repre-
sents an analogous intent to reduce biases, introducing
metacognition as the next frontier in advancing clinical
care. Errors are inevitable,18 and recognition of our cogni-
tive blind spots will provide physicians with an improved
framework for analysis of these errors. Building metacog-
nition is a difficult task; however, this is not a reason to
stop trying. In the spirit of innovation begun by pioneers
like Rokitansky and Codman, and renewed focus on diag-
nostic errors generated by the recent report of the
National Academy of Sciences19, it is time for the ‘cogni-
tive autopsy’ to be built into the quality improvement and
patient safety map.
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